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#### Abstract

A new application using approximate similarity (AS) measurements to the study of chemical properties of drugs is presented in this paper. A quantitative structure-activity relationship (QSAR) model for predicting spirosuccinimide fused tetrahydropyrrolo[1,2-a]pyrazine (SPPP) compounds activity as inhibitors of the aldose reductase (AR) enzyme was developed. This enzyme is involved in the transformation of glucose into sorbitol, which causes several diseases related to diabetes mellitus. AS matrices were built based on isomorphic and nonisomorphic data fusion and they were employed as representation space of SPPP data set for the development of QSAR model. For this purpose, isomorphism among all the pairs of molecules of the studied data set was extracted and Wiener and HyperWiener descriptors were used for describing the isomorphic and nonisomorphic subgraphs. Full cross validation ( $Q^{2}=0.92$, Standard Error in Cross Validation $=0.10$ ) was the strategy employed to build and validate accurate predictive similarity spaces.
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## 1 Introduction

Different studies have proven that the spirosuccinimide fused tetrahydropyrrolo[1,2a]pyrazine (SPPP) derivatives are potent inhibitors of the aldose reductase enzyme (AR), which is an enzyme involved in the first step of the polyol pathway reducing the glucose in blood into sorbitol [1,2]. The excess of intracellular sorbitol is one of the reasons for retinopathy, nephropathy, cataracts, etc., related to the diabetes mellitus disease [3-6]. Therefore, the design of new AR inhibitors and the study of their capacity are nowadays work topics focused on combating the hyperglycemia symptoms observed in the diabetes mellitus. This interest is also justified by the fact of obtaining a wide effect spectrum for the "in vivo" tests inhibitory capacity [7-17]. Therefore, the use of new drug-design methodologies showing minimal environment damages is pursued.

The establishment and validation of mathematical equations which match pieces of structural information and compound behavior is pursued in several scientific fields and recommended by several international organizations [18]. Thus, quantitative structureactivity relationship (QSAR) approaches have attracted the attention of pharmaceutical industries due to the modeling and predictive ability achieved by QSAR models, which permit to assist the drug design via-computer, to develop screening chemical databases methods, to predict, within a confidence interval, the behavior of new compounds, etc. [19,20]

Regarding SPPP compounds, QSAR models have been recently proposed using 3D optimized structures [21,22]. Due to the enantioselectivity shown by the AR enzyme, different models were built using R-descriptors, S-descriptors and the arithmetic mean of the descriptors resulting from each SPPP enantiomer structure (racemic descriptors). These models achieved good correlations for the inhibition activity by means of five descriptors: (a) partial negative surface area ( $\mathrm{PNSA}_{1}$ ), (b) the noncommon overlap steric volume ( $\mathrm{V}_{\mathrm{NCOS}}$ ), (c) the $z$-component dipole moment $\left(\mu_{\mathrm{Z}}\right)$, (d) the aqueous desolvation free energy of the molecule ( $\mathrm{F}_{\mathrm{H}_{2} \mathrm{O}}$ ), and (e) the length of the molecule in the z-direction. These descriptors included conformational, electronic, spatial, structural, thermodynamic and molecular shape analysis calculations. With these descriptors, Won et al. [21,22], proposed their SPPP approaches using genetic algorithms-linear and quadratic terms of the descriptors were considered in the independent variable set.

As Fig. 1 shows, the SPPP compounds studied in reference 22 present a common substructure (compound 1) which practically corresponds to the $90-98 \%$ of the whole molecule. In spite of this structural similarity, the nature and position of the fragments that do not belong to the common substructure are key for the inhibition parameter $\left(p I C_{50}=-\log I C_{50}\right)$ variation-from 0.201 of compound $\mathbf{1}$ to 1.638 of the compound 20.

Molecular fragments have been recently studied for developing QSAR models [23,24]. Thus, studies based on data set molecular fragmentation and compound classification as a function of the fragments characteristics have been carried out. The point was to find behavioral patterns for the different fragments regarding their properties.

Other QSAR approaches based on fragment characteristics have been developed using the approximate similarity (AS) [25-27]. Derived from chemical graphs, AS is a similarity measurement which merges, for each pair of the data set elements,


Fig. 1 Structures and inhibitory capacities of the 22 spirosuccinimide fused tetrahydropyrrolo[1,2-a] pyrazine (SPPP) compounds studied
substructure similarity and dissimilarity as follows:

$$
\begin{equation*}
\mathrm{AS}_{A, B}=f\left(S_{A, B}, \Gamma_{A, B}, w_{\Gamma}\right) \tag{1}
\end{equation*}
$$

- Extracting the isomorphism between all pair of the data set graphs, and calculating a similarity measure based on the computed isomorphism ( $S_{A, B}$ ).
- Using one or several topological descriptors in order to obtain distance measurements that characterize the noncommon fragments of the extracted isomorphism $\left(\Gamma_{A, B}\right)$.
- Considering an adjustment factor $\left(w_{\Gamma}\right)$ which weighs up the influence of the nonisomorphic fragments on the approximate similarity value.
- And combining all the above parameters in a similarity metric using a function $f()$.

Approximate similarity measurements are simple and flexible and their calculation does not require high computational resources since both isomorphism extraction and topological descriptor calculation over the isomorphic and nonisomorphic fragments are fast processes [26].

So, an N by N AS matrix can be obtained and employed as a predictive space$N$ is the number of elements of the data set. QSAR models based on AS matrices have been previously built for different families of compounds (biphenyls, steroids, benzodiazepines, etc.) [25-27], and high correlations were obtained.

The use of both AS matrices and partial least squares regression (PLSR) for establishing structure-activity relationships between 22 SPPP derivatives and their inhibitor capacity has been proposed. Regarding previous works, the aim was to develop QSAR approaches characterized by simplicity, fastness and robustness, thus supporting the approximate similarity concept validation. Section 2 describes the chemical
structures and their activities and, besides, the AS methodology employed for generating the structural descriptors. The statistical characterization of the models, and so, the evaluation of the predictive ability is given in Sect. 3. Finally, conclusions are exposed.

## 2 Materials and methods

### 2.1 Chemical structures and biological data

Figure 1 shows the SPPP derivatives and their inhibitor capacities $\left(p I C_{50}\right)$. These activity values were extracted from the most recent SPPP model proposed by Won et al. [22], which, and in turn, uses the assays carried out by Negoro et al. [28] for measuring the $50 \%$ inhibition of the porcine lens AR activity-the $50 \%$ sorbitol decrease regarding to the amount accumulated in the sciatic nerve of diabetic rats.

Two dimensional structures of the SPPP derivatives built using Marvin software [29] were employed for the descriptor generation. Thus, only the type of atoms and bonds were required for developing the QSAR models, this way avoiding 3D geometry optimization methods.

### 2.2 Isomorphic and nonisomorphic chemical information

For the data set of compounds above described, isomorphism between all pairs of molecular graphs was extracted using an algorithm developed by the authors [30]. In this way, information of the Maximum Common Substructure (MCS) and the NonIsomorphic Fragments (NIF) was stored in two 22 by 22 matrices, namely:

- A symmetric MCS matrix where each element $(i, j)$ stores the MCS value of the isomorphism between the molecules $i$ and $j$; the matrix elements $(i, i)$ correspond to the structure of the molecule $i$.
- A nonsymmetric NIF matrix where each element $(i, j)$ stores the value of the nonisomorphic fragments of the molecular graph $i$ calculated considering the isomorphism extracted from the molecules $i$ and $j$ matching. Therefore, diagonal elements $(i, i)$ are null.

The information of these isomorphic and nonisomorphic substructures was obtained by means of topological invariants, which describe chemical information from graph representations (isomorphic and nonisomorphic subgraphs). So, two matrices, MCS and NIF, storing the information about similarity and dissimilarity of the data set compounds were built and employed as the basis of the subsequent generation of AS values, which constitute the QSAR model input.

### 2.3 Approximate similarity measurements

As stated above, isomorphic and nonisomorphic data were fused in order to generate more efficient similarity spaces. This fact was achieved combining similarities of the
common substructures and distances of the noncommon subgraphs, as follows:

$$
\begin{align*}
& \mathrm{AS}_{A, B}=S_{A, B}^{I}-\left(\frac{\mathrm{NIF}_{A}}{T D(A)}-\frac{\mathrm{NIF}_{B}}{T D(B)}\right) \\
& \quad \times\left(1-\frac{\sqrt{\left[T D\left(\mathrm{NIF}_{A}\right)-T D\left(\mathrm{NIF}_{A}^{P}\right)\right]^{2}+\left[T D\left(\mathrm{NIF}_{B}\right)-T D\left(\mathrm{NIF}_{B}^{P}\right)\right]^{2}}}{\sqrt{\left[T D(A)-T D\left(A^{P}\right)\right]^{2}+\left[T D(B)-T D\left(B^{P}\right)\right]^{2}}}\right) \tag{2}
\end{align*}
$$

Expression (2) shows three components which constitute the AS measurement. The first term consists of the invariant-based similarity value $S_{A, B}^{I}$ obtained using one of the established similarity indexes, for instance, the cosine index computed as follows:

$$
\begin{equation*}
S_{A, B}^{I}=\frac{T D\left(M C S_{A, B}\right)}{\sqrt{T D(A) \times T D(B)}} \tag{3}
\end{equation*}
$$

where $T D\left(M C S_{A, B}\right), T D(A)$ and $T D(B)$ are the topological invariants of the maximum common substructure, and the $A$ and $B$ compounds, respectively. In a previous work [27], the fact of depicting finer chemical information by employing invariant-based similarity values has been proven. Expression (3) surpasses the role of constitutional data by taking into account molecular characteristics (e.g., number and nature of intramolecular bonds) instead of the number of vertexes and edges.

Although the invariant-based similarity shows a more appropriate behavior than that shown by the constitutional similarity, nonisomorphic information is required in order to achieve predictive $A S$ values. Thus, the second and third terms of Expression (2) add the contribution of the nonisomorphic fragments by means of a product between a nonisomorphic distance value $\left(\Gamma_{A, B}\right)$ and a factor $\left(w_{\Gamma}\right)$ which weighs up the distance contribution, as shown in Expression (4) and (5), respectively.

$$
\begin{gather*}
\Gamma_{A, B}=\left(\frac{\mathrm{NIF}_{A}}{T D(A)}-\frac{\mathrm{NIF}_{B}}{T D(B)}\right)  \tag{4}\\
w_{\Gamma}=\left(1-\frac{\sqrt{\left[T D\left(\mathrm{NIF}_{A}\right)-T D\left(\mathrm{NIF}_{A}^{P}\right)\right]^{2}+\left[T D\left(\mathrm{NIF}_{B}\right)-T D\left(\mathrm{NIF}_{B}^{P}\right)\right]^{2}}}{\sqrt{\left[T D(A)-T D\left(A^{P}\right)\right]^{2}+\left[T D(B)-T D\left(B^{P}\right)\right]^{2}}}\right) \tag{5}
\end{gather*}
$$

The greater the difference between the molecules $A$ and $B$ is, the higher the distance value shows. The distance value is normalized using the invariants of the molecular graphs $A$ and $B$. In addition, the distance contribution in the similarity correction depends on the size and nature of the molecular graphs and the noncommon subgraphs computed over the distance matrix-TD( $\left.A^{P}\right), T D\left(B^{P}\right), T D\left(\mathrm{NIF}_{A}^{P}\right)$ and $T D\left(\mathrm{NIF}_{B}^{P}\right)$-and over the weighted distance matrix - $T D(A), T D(B), T D\left(\mathrm{NIF}_{A}\right)$ and $T D\left(\mathrm{NIF}_{B}\right)$. Each element $(i, j)$ of the weighted distance matrix stores the minimal pathway length between the atom $i$ and the atom $j$ using interatomic distances relatives
regarding to the simple bond $\mathrm{C}-\mathrm{C}$ distance. The nonweighted distances matrix also stores the minimal pathway lengths between atoms, but considering all the interatomic distances as 1.00 independently of the bond type. Logically, the weighted matrix led to better molecular representations. The fact of employing nonweighted distance matrices in addition to the weighted ones increased the structural differentiation achieved by using only the weighted distance matrices.

### 2.4 Data analysis and software employed

Approximate similarity (AS) matrices with dimensions 22 by 22 were built using Expression (2). Considering multivariate regression, the $A S$ matrix is considered as a set of 22 objects (rows) characterized by 22 variables (columns). Thus, an object (chemical compound) is described using a series of global variables which accounts for the approximate similarity between the molecule and a reference compound.

Partial least squares regression (PLSR) [31] was employed as multivariate regression technique. PLSR reduced the original similarity spaces considering variances of the predictor and property matrices. PLSR allowed the use of symmetric matricesother regression techniques, e.g. multiple linear regression (MLR), requires systems with more objects than predictors- and different statistical parameters were obtained, namely: coefficient of determination, standard error in prediction, slope and bias of the correlation analysis [32,33].

Software for isomorphism extraction, invariant computation and similarity calculation was developed by authors in C programming language. Regression and validation methods were implemented using the Matlab Statistics Toolbox [34].

## 3 Results and discussion

### 3.1 Study of topological descriptors and outliers

Several AS matrices were built each of which used a given topological invariant for describing the common and noncommon substructures. For all these $A S$ matrices, fullcross validation (FCV) processes were carried out and predictive models for the SPPP inhibitory capacity were obtained ( $Q^{2}>0.60$ ). Wiener and HyperWiener descriptors, which make use of different distance matrices distributions, led to the best predictions. While the Wiener invariant consists of the half-sum of all the distance matrix elements, the HyperWiener descriptor also adds a quadratic term of the distance elements. Thus, usefulness of each invariant depends on the structural differentiation required for obtaining predictive QSAR models. In this case, SPPP derivatives only required the graph representation provided by the Wiener index, and the HyperWiener could have added a noise component to the similarity space.

Table 1 shows the experimental $p I C_{50}$ activities for the 22 SPPP compounds and the predicted values using the best AS-based QSAR model (Wiener descriptor). The activity values predicted by the previous QSAR method proposed in bibliography are
Table 1 Experimental, predicted and reference values for the inhibitory capacity of the 22 SPPP derivatives. Reference values were predicted by the previous QSAR model (ref. 22)

| Molecules | $p C_{50}$ |  |  |
| :---: | :---: | :---: | :---: |
|  | Experimental | Predicted | Reference |
| 1. $\mathrm{O}=\mathrm{C} 1 \mathrm{CC} 2(\mathrm{~N} 3 \mathrm{C}=\mathrm{CC}=\mathrm{C} 3 \mathrm{C}(=\mathrm{O}) \mathrm{NC} 2=\mathrm{O}) \mathrm{C}(=\mathrm{O}) \mathrm{N} 1$ | 0.201 | 0.412 | 0.330 |
| 2. $\mathrm{CN} 1 \mathrm{C}(=\mathrm{O}) \mathrm{C} 2=\mathrm{CC}=\mathrm{CN} 2 \mathrm{C} 3(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 3=\mathrm{O}) \mathrm{C} 1=\mathrm{O}$ | 0.553 | 0.379 | 0.365 |
| 3. $\mathrm{CN} 1 \mathrm{C}(=\mathrm{O}) \mathrm{C} 2=\mathrm{CC}=\mathrm{CN} 2 \mathrm{C} 3(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 3=\mathrm{O}) \mathrm{C} 1=\mathrm{O}$ | 0.699 | 0.673 | 0.611 |
| 4. $\mathrm{O}=\mathrm{C} 1 \mathrm{CC} 2(\mathrm{~N} 3 \mathrm{C}=\mathrm{CC}=\mathrm{C} 3 \mathrm{C}(=\mathrm{O}) \mathrm{N}(\mathrm{CCC} 4=\mathrm{CC}=\mathrm{CC}=\mathrm{C} 4) \mathrm{C} 2=\mathrm{O}) \mathrm{C}(=\mathrm{O}) \mathrm{N} 1$ | 0.569 | Outlier | 0.584 |
| 5. $\mathrm{O}=\mathrm{C} 1 \mathrm{CC} 2(\mathrm{~N} 3 \mathrm{C}=\mathrm{CC}=\mathrm{C} 3 \mathrm{C}(=\mathrm{O}) \mathrm{N}(\mathrm{CC} 4=\mathrm{CC}=\mathrm{CC}=\mathrm{C} 4) \mathrm{C} 2=\mathrm{O}) \mathrm{C}(=\mathrm{O}) \mathrm{N} 1$ | 1.004 | 1.033 | 1.203 |
| 6. $\mathrm{FC} 1=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{CC}=\mathrm{C} 1$ | 1.215 | 1.161 | 1.259 |
| 7. $\mathrm{FC} 1=\mathrm{CC}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 0.921 | 1.040 | 1.209 |
| 8. $\mathrm{ClC} 1=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{CC}=\mathrm{C} 1$ | 1.432 | 1.276 | 1.188 |
| 9. $\mathrm{ClC} 1=\mathrm{CC}=\mathrm{CC}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O})=\mathrm{C} 1$ | 1.456 | 1.429 | 1.519 |
| 10. $\mathrm{ClC} 1=\mathrm{CC}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 1.420 | 1.315 | 1.308 |
| 11. $\mathrm{BrCl}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{CC}=\mathrm{C} 1$ | 1.284 | 1.337 | 1.193 |
| 12. $\mathrm{BrCl}=\mathrm{CC}=\mathrm{CC}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O})=\mathrm{C} 1$ | 1.432 | 1.341 | 1.475 |
| 13. $\mathrm{BrCl}=\mathrm{CC}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 1.328 | 1.267 | 1.376 |
| 14. $\mathrm{CC} 1=\mathrm{CC}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 1.284 | 1.214 | 1.149 |
| 15. $\mathrm{COC} 1=\mathrm{CC}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 1.337 | 1.352 | 1.159 |
| 16. $\mathrm{FC}(\mathrm{F})(\mathrm{F}) \mathrm{C} 1=\mathrm{CC}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 1.097 | Outlier | 1.116 |
| 17. $\mathrm{O}=\mathrm{C} 1 \mathrm{CC} 2(\mathrm{~N} 3 \mathrm{C}=\mathrm{CC}=\mathrm{C} 3 \mathrm{C}(=\mathrm{O}) \mathrm{N}(\mathrm{CC} 4=\mathrm{CC}=\mathrm{C}(\mathrm{C}=\mathrm{C} 4) \mathrm{N}(=\mathrm{O})=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}(=\mathrm{O}) \mathrm{N} 1$ | 0.959 | 0.854 | 0.994 |
| 18. $\mathrm{NC} 1=\mathrm{CC}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 0.854 | 0.984 | 0.786 |
| 19. $\mathrm{FC} 1=\mathrm{CC}(\mathrm{F})=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 1.143 | 1.052 | 1.253 |
| 20. $\mathrm{ClC} 1=\mathrm{C}(\mathrm{Cl}) \mathrm{C}=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{C} 1$ | 1.638 | 1.633 | 1.559 |
| 21. $\mathrm{FC} 1=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{CC}(\mathrm{Cl})=\mathrm{C} 1$ | 1.387 | 1.484 | 1.291 |
| 22. $\mathrm{FC} 1=\mathrm{C}(\mathrm{CN} 2 \mathrm{C}(=\mathrm{O}) \mathrm{C} 3=\mathrm{CC}=\mathrm{CN} 3 \mathrm{C} 4(\mathrm{CC}(=\mathrm{O}) \mathrm{NC} 4=\mathrm{O}) \mathrm{C} 2=\mathrm{O}) \mathrm{C}=\mathrm{CC}(\mathrm{Br})=\mathrm{C} 1$ | 1.347 | 1.396 | 1.337 |



Fig. 2 Experimental versus predicted values plot and statistical parameters obtained in full cross validation process
also given. Statistical parameters obtained were as follows:

$$
\begin{aligned}
Q^{2} & =0.92, \text { Standard Error in Cross Validation }(\mathrm{SECV})=0.10, \\
\text { slope } & =1.01, \text { intercept }=0.00
\end{aligned}
$$

Thus, accuracy (low SECV in addition to slope and bias close to 1.00 and 0.00 , respectively) and precision $\left(Q^{2}>0.90\right)$ were both excellent for the model developed. Figure 2 shows the lab versus predicted activities plot and its statistical characterization. It is interesting to remark that it SECV was computed over predicted values (prediction error).

Considering the $T$ parameter for each one of the 22 SPPP derivatives (computed the individual residual regarding to the SECV value), compounds $\mathbf{4}$ and $\mathbf{1 6}$ were detected as outliers. The reason for detecting the compound $\mathbf{4}$ as an outlier could be the fact of employing only a compound showing a - $\left(\mathrm{CH}_{2}\right)_{2}-$ bridge group between the pyrazine and the $-\mathrm{C}_{6} \mathrm{H}_{5}$ substituent. Thus, when the activity of compound $\mathbf{4}$ was predicted in its corresponding FCV cycle, modeling of this structural characteristic was not achieved with the remaining compounds which train the individual model, and therefore, a high deviation was obtained.

The other outlier detected was the compound 16. As Fig. 1 shows, this SPPP molecule has a $-\mathrm{CF}_{3}$ group attached to the $-\mathrm{C}_{6} \mathrm{H}_{5}$ substituent. Possible reasons for the anomalous behavior of this compound within the model could lie on the bulky substructure of the $-\mathrm{CF}_{3}$ group, in addition to its high electronegativity value.

### 3.2 Analysis of the AS-QSAR equation coefficients

Figure 3 shows the equation coefficients of the QSAR model, built by FCV, for the 22 SPPP compounds. Each coefficient measures the influence of the similarity to the derivative represented by the corresponding variable on the inhibitory capacity: the higher the absolute value of the coefficient shows, the greater the influence on the activity presents-if the coefficient has positive sign, the influence will be positive, and vice versa.

As can be observed in Fig. 3, the lowest coefficient values were those of the compounds $\mathbf{1 , 7 , 1 7}$ and 18 . Thus, high similarities to these compounds will produce low activity values. As expected, these molecules show low activities and common


Fig. 3 Coefficients of the QSAR model. Each coefficient represents the similarity to each one of the 22 SPPP derivatives
structural characteristics. With the exception of the compound $\mathbf{1}$, whose structure is the isomorphism extracted for most of the SPPP derivatives pairs, compounds 7, 17 and $\mathbf{1 8}$ presents the $-\mathrm{C}_{6} \mathrm{H}_{5}$ group attached to the pyrazine substructure substituted in para positions by $-\mathrm{F},-\mathrm{NO}_{2}$ and $-\mathrm{NH}_{2}$, respectively.

On other side, SPPP derivatives 8,9 and 12 showed, as descriptor variables, the highest QSAR equation coefficients. In these cases, the $-\mathrm{C}_{6} \mathrm{H}_{5}$ group has substituents different of the fluoride ( $-\mathrm{Cl},-\mathrm{Br}$ ) in ortho and meta positions. In addition, other compounds with high inhibitory capacities also have substituents in the same ortho and meta positions. Thus, the new SPPP derivatives design should provide compounds with these substituents position characteristics.

Thus, similarity-based QSAR equations permitted to assess the influence of the degree similarity on the inhibitory capacity of derivatives and to provide mathematical support for logical chemical concepts.

## 4 Conclusions

A high predictive QSAR model for the activity of spirosuccinimide fused tetrahydro-pyrrolo[1,2-a]pyrazine (SPPP) compounds as inhibitors of the aldose reductase enzyme has been presented in this work. The QSAR modeling makes use of the approximate similarity methodology, which uses isomorphic and nonisomorphic data fusion.

Based on the use of topological chemical representations, structure-behavior developments characterized by accuracy, precision and robustness were achieved by means of isomorphic and nonisomorphic data fusion. In spite of obtaining several predictive models, the optimal spaces outcame from employing weighted and nonweighted distance matrices and the Wiener descriptor as the topological invariant. Thus, the Wiener index applied separately to isomorphic and nonisomorphic fragments allowed to model internal and external substructures.

Results could be reasonably well compared with the previous QSAR approaches for the SPPP compounds and the interpretation of models should permit to extract some
interesting structural requirements in order to achieve high inhibitory capacities. The fact of using graph topological measurements involves simplicity and fastness which can provide pharmaceutical industries with a powerful tool for predicting and screening the behavior of new SPPP derivatives.
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